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Rewriting is a versatile and powerful technique used in many domains. Strategic rewriting allows programmers
to control the application of rewrite rules by composing individual rewrite rules into complex rewrite strategies.
These strategies are semantically complex, as they may be nondeterministic, they may raise errors that trigger
backtracking, and they may not terminate.

Given such semantic complexity, it is necessary to establish a formal understanding of rewrite strategies
and to enable reasoning about them in order to answer questions like: How do we know that a rewrite strategy
terminates? How do we know that a rewrite strategy does not fail because we compose two incompatible
rewrites? How do we know that a desired property holds after applying a rewrite strategy?

In this paper, we introduce Shoggoth: a formal foundation for understanding, analysing and reasoning about
strategic rewriting that is capable of answering these questions. We provide a denotational semantics of System
S, a core language for strategic rewriting, and prove its equivalence to our big-step operational semantics,
which extends existing work by explicitly accounting for divergence. We further define a location-based
weakest precondition calculus to enable formal reasoning about rewriting strategies, and we prove this calculus
sound with respect to the denotational semantics. We show how this calculus can be used in practice to reason
about properties of rewriting strategies, including termination, that they are well-composed, and that desired
postconditions hold. The semantics and calculus are formalised in Isabelle/HOL and all proofs are mechanised.
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1 INTRODUCTION

Strategic rewriting allows programmers to compose rewrite rules and control their application.
Dedicated strategy languages, such as Stratego [Visser 2001; Visser et al. 1998] and more recently
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Elevate [Hagedorn et al. 2020, 2023], provide combinators for composing rewrite rules into larger
strategies, as well as traversals to describe the location at which rewrite strategies are applied.

Strategic rewriting has important practical applications. Stratego is used to specify the semantics
of programming languages by writing interpreters with rewrite strategies in the Spoofax language
workbench [Wachsmuth et al. 2014]. Elevate is used to describe compiler optimisations for generat-
ing fast code achieving competitive performance to the state-of-the art machine learning compiler
TVM [Hagedorn et al. 2020]. Strategic rewriting is also used in domains ranging from generic
programming [Lammel and Visser 2002] to tactic languages in proof assistants [Sozeau 2014].

Compositions of rewrites easily become complex. For example, Hagedorn et al. [2020] report that
for performing their compiler optimisations up to 60, 000 rewrite steps are required. To orchestrate
such long rewrite sequences, strategy languages provide various combinators for composing
strategies together and traversals for applying strategies to different sub-expressions within the
given abstract syntax tree. Together with support for recursion, these combinators and traversals
are capable of modelling the complex rewrite sequences required in practical applications.

This capability comes at the cost of semantic complexity, as strategies can be nondeterministic,
they may give an error which triggers backtracking, and they may diverge due to the presence of
general recursion. Such a combination of features introduces a lot of semantic subtleties, which
make it easy to define not well-behaved strategies by mistake. For example, a strategy that does
not terminate as it repeatedly tries to apply a rewrite. Similarly, it is easy to compose incompatible
rewrites that will fail for every possible input expression. Finally, even if a rewrite strategy success-
fully terminates, it may not do what it was supposed to do by rewriting the input expression into
an undesired form.

The goal of this paper is to provide a rigorous treatment of strategic rewriting, that we believe
lacks so far. Considering that strategic rewriting has various application domains but has problematic
behaviours, a rigorous formal understanding of strategic rewriting is required to model and analyse
its semantic subtleties as well as reason about the execution of strategies. Therefore, we present
Shoggoth: a formal foundation for reasoning about strategic rewriting.

We start with introducing the formal syntax of System S, a formal core strategy language originally
introduced by Visser and Benaissa [1998]. Some example strategies are sketched to give the gist
of strategic rewriting as well. We then give a comprehensive semantic accounting of strategic
rewriting languages. We define a denotational semantics for System S, which originally had been
given a big-step operational semantics. Our denotational semantics accounts for non-determinism
and errors, and, unlike previous work, also explicitly models divergence. We formalise an extended
big-step operational semantics which accounts for diverging executions, and formally prove the
equivalence of our two models via soundness and computational adequacy theorems. All of our
results have been mechanised in Isabelle/HOL [Nipkow et al. 2002].

To facilitate formal reasoning about rewriting strategies, we define a weakest precondition calculus
that for a given postcondition computes the weakest precondition that must hold in order for
the given strategy to execute successfully and satisfy the postcondition. Because traversals allow
us to apply strategies to sub-expressions of the input expression, we must know not just which
rewrite rules are to be applied, but also where in the input expression they are to be applied,
in order to determine the weakest precondition. To accomplish this, our weakest precondition
calculus is location-based: weakest preconditions are not just based on the given strategy and
desired postcondition, but also depend on the location at which the strategy is to be applied in
the input expression. We have mechanised the definition of the weakest precondition calculus in
Isabelle/HOL and formally proven its soundness with respect to the denotational semantics. *

10ur mechanisation can be found at the Archive of Formal Proofs.
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Finally, we show how to use the weakest precondition calculus to reason about rewrite strategies
by applying it to various examples, including termination, that a strategy is well-composed, and
that a rewrite strategy satisfies a particular postcondition after its execution. One of our exam-
ples is a strategy for fn-normalisation taken from the Elevate project by Hagedorn et al. [2020],
demonstrating the applicability of our work to practical scenarios.

In summary, we make the following contributions:

o We design, formalise and mechanise using Isabelle/HOL the semantics of System S, including
both denotational and operational models with a full accounting of nondeterminism, errors,
and divergence. We prove these two semantics equivalent (Section 3).

e We design, formalise and mechanise using Isabelle/HOL a location-based weakest precondi-
tion calculus for System S. We prove its soundness with respect to the denotational semantics
(Section 4).

e We demonstrate how to use the weakest precondition calculus to prove practical useful
properties of strategic rewriting (Section 5):
- that a strategy terminates, i.e., that is does not diverge;
— that a strategy is well-composed, i.e., that there exist input expressions for which the
strategy execution will succeed;
— that a desired property is satisfied after execution of the strategy.

Before stepping into the formalisation of System S, in the next section we present the syntax of
System S as well as some example strategies to facilitate the understanding of strategic rewriting.

2 THE SYNTAX OF SYSTEM S

System S [Visser and Benaissa 1998] is a core calculus providing basic constructs of strategic
rewriting, including atomic strategies (rewrite rules) and operators composing strategies and
performing expression traversals in an abstract syntax tree (AST). A successful execution of a
strategy transforms an expression into some other expression while preserving its semantics. The
expressions being rewritten can either be Leafs or nodes, in general, taking the form of:

n
Expression(E) e:= Leaf | e/\e
Figure 1 presents the syntax of strategies in System S. We use S to denote the set of all strategies.
Variables, atomic strategies, SKIP and ABORT are basic strategies. Basic strategies are not decom-
posable. An atomic strategy is simply a rewrite rule. For instance, the commutativity of addition
add.,, and commutativity of multiplication mult,,,, are atomic strategies:

addom :a+b~b+a Commutativity of addition

multeom :a*x b~ bxa Commutativity of multiplication

SKIP can always be executed successfully while executing ABORT would always cause failure. To
compose strategies, one can make use of combinators including sequential composition (), left
choice (<+) and nondeterministic choice (<+>). Sequential composition instructs to execute two
strategies one after the other. Left choice prefers executing the strategy at the left hand side of
the combinator over the strategy at the right hand side of the operator while nondeterministic
choice decides to execute one of the given two strategy nondeterministically. In addition, one, some
and all are traversals that navigate within the AST. Intuitively, one(s) applies s to one immediate
sub-expression of an input expression, some(s) applies s to as many immediate sub-expressions of
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Strategy(S) s u:=atomic | X | SKIP | ABORT
|sss | s<+s | s<+>s
| one(s) | some(s) | all(s)
| pX.s

Fig. 1. The Syntax of System S

an input expression as possible and all(s) applies s to all immediate sub-expressions of an input
expression. Lastly, System S provides a fixed-point operator to model recursion.

Comparison of the expressiveness to the original System S. One difference between our formalism
and the original System S is that we abstract away the term building details for atomic strategies,
instead modelling atomic strategies as partial functions. We believe that applying this abstraction
does not limit the expressiveness of our system. In fact, the purpose of such design is to allow the
flexibility of the term languages, not only limited to the original System S, but also capturing other
strategic rewriting languages that use term constructs that are different from System S. Moreover,
this design enables us to focus on reasoning about properties of compositions of rewriting strategies
that hold independent of the term building behaviour.

Composing strategies. We can compose strategies together with these combinators, traversals
and the fixed-point operator to define more strategies. For example, we define a strategy try(s)
using left choice and SKIP which attempts to apply a strategy s to an input expression. If an error
occurs, then it will leave the input expression unchanged by executing the strategy SKIP:

try(s) :=s <+ SKIP

With the fixed-point operator and sequential composition, we can then define a strategy repeat(s)
which keeps applying a strategy s to an input expression until its no longer applicable:

repeat(s) := pX.try(s ;5 X)

With the fixed-point operator, the traversal one(s) and left choice, we can define top-down and
bottom-up traversals in an AST:

topDown(s) := uX.(s <+ one(X)) bottomUp(s) := uX.(one(X) <+ s)

We can further compose repeat(s) and topDown(s) to define a strategy normalise(s), which keeps
applying a strategy s to all sub-expressions of an input expression until it is no longer applicable:

normalise(s) := repeat(topDown(s))

The normalise strategy is very commonly used to express program transformations. Given beta and
eta reductions for A-expressions, we can use the normalisation strategy normalise(beta <+ eta) for
normalising an input A-expression into its fn-normal form.

As previously mentioned, the composition of strategies can be invalid and the executions of
strategies are not always successful. For instance, the strategy multcon 5 add.y, is not well com-
posed since it cannot be successfully executed on any input expression. repeat(SKIP) is a strategy
that cannot terminate. Although normalise(beta <+ eta) can certainly be successfully executed on
some input expressions, on other inputs it may not terminate. It is important to know that when it
terminates, it will indeed leave the expression in fn-normal form.

To reason about the successful and unsuccessful executions of strategies, we design the location-
based weakest precondition calculus which is discussed in section 4. With this calculus, we are
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able to detect bad strategies that do not have successful executions, like multyy, 5 addy, and
repeat(SKIP), by concluding that there is no input expression that can be successfully rewritten by
such strategies into a desired form. Also, for a good strategy that has successful executions, we are
able to distinguish inputs that indeed lead to successful executions of the strategy and inputs that
lead to erroneous or diverging executions. Such reasoning power is demonstrated in section 5.

To design the location-based weakest precondition calculus, we need to understand the be-
haviours of executing these strategies in System S. Therefore, before introducing the calculus and
its reasoning power, we firstly study the formal semantics of System S.

3 THE SEMANTICS OF SYSTEM S

For given collections of expressions E, System S defines nondeterministic execution for given
strategies that can result in expressions or errors. We extend the original System S by allowing
divergence as a possible result of executing a strategy. Therefore, applying a strategy to an expression
can result in expressions, an error or divergence.

3.1 The Plotkin Powerdomain

We provide a denotational semantics of System S as an instance of Plotkin’s powerdomain construc-
tion [Plotkin 1976], which allows us to assign least fixed points as the semantics of the recursion
construct. An w-complete partial order (w-cpo) is a partially ordered set (X, <) in which each
w-chain (x; < x2 < x3 < ...) has a least upper bound. A function f : X — X on such a set is
continuous if for each w-chain x; < x; < x3 < ... with least upper bound x, one has that f(x)
is the least upper bound of the set {f(x1), f(x2), f(x3),...}. A continuous function is certainly
monotone, in the sense that x; < x, implies f(x;) < f(x2) — this follows by considering the w-chain
x1 < x2 < x3 < x3 < ..., and its least upper bound x,. Now Kleene’s fixed-point theorem says that
each continuous function f on an w-cpo with a least element has a least fixed point.

Consider a nondeterministic, possibly diverging, algorithm that transforms values into values. If
V is the set of values, this algorithm can be modelled as a function f : V — Z_¢(V,), where
Z_p(X) is the set of non-empty subsets of X, the non-empty-powerset, and V, :=V @ {1} is the
set in which we embed V together with a new element L. The newly added element _L represents
the outcome where the algorithm diverges. We equip the set V, with a partial order by defining:

Xy & x=1LVx=y.

This fits with the intuition that L represents a computation that has not yet terminated, and x < y
holds when y is a later stage of the computation x.

Terminated computations are identified by the values they com-
pute. We compare sets of values using the Egli-Milner ordering:

A<XB & (Vx€A JyeB. x=<y)A(VyeB.Ix € A. x <y)

Lifting a partial order from elements to sets in this fashion always
yields a preorder. For a flat domain V,, < is a partial order on
F_p(V.). It is characterised by:

A<B e A=BV((LeA)ANA\{L} CB) (Porcupine ordering)

The resulting poset &_¢(V.) is an w-cpo. Each w-chain either enters a spine of the porcupine,
and thus contains a largest element which is its least upper bound, or L is a member of all elements
in the chain, so that its least upper bound is simply the union of all sets in the chain.
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Aside on the powerdomain construction and the Egli-Milner ordering. To give some further insight
into the powerdomain construction and the Egli-Milner ordering, recall the following well-known
characterisation. Hennessy and Plotkin [1979, Remark after Lemma 3.5] show that Plotkin’s [1976]
powerdomain construction extends to all w-complete partial orders (w-cpos) by sending each w-cpo
to the free semi-lattice over it. In detail, given an w-cpo X, we define a free semi-lattice over X as
an w-cpo DX, together with a Scott-continuous function  : X — DX and a Scott-continuous
binary operation: V : (DX)? — DX that is associative, commutative, and idempotent. A free
semi-lattice always exists, but its explicit description may be complicated. Hennessy and Plotkin
show that, when w-cpo is w-algebraic, we can construct the free semi-lattice explicitly by taking
DX = #_pX to be the powerdomain construction with the Egli-Milner ordering, n(x) = {x}
as the embedding of X into this semi-lattice, and sub-set union as the binary operation. So in a
specific and technical sense, the powerdomain DX is the simplest extension of the w-cpo X with
an associative, idempotent and commutative binary operator. (end of aside)

In our mechanised Isabelle/HOL formalisation, we opt to use posets that are complete with
respect to all chains, not merely countable or directed ones, without maintaining continuity as an
assumption. The stronger assumption on posets allows us to weaken the assumption on functions:
we only require monotonicity to ensure existence of fixed points. This choice was made purely for
ease of formalisation, as Isabelle/HOL already includes a library for chain-complete partial orders.
While this means that our domain may contain monotone functions that do not correspond to any
expressible strategy, and that Hennessy and Plotkin’s characterisation does not directly apply, our
meta-theoretic results below show how to relate our semantics to the operational semantics, and
our reasoning examples show that this semantics suffices to reason about practically interesting
examples. We conjecture that our results will easily carry over to a semantics defined with w-cpos.

3.2 Formalised Denotational Semantics

We now present and discuss the denotational semantics for System S, capturing successful and
erroneous executions of strategies as well as nondeterminism, divergence and recursion. A strategy
is a nondeterministic algorithm/function that rewrites expressions into expressions. This nondeter-
ministic algorithm can sometimes yield an error err instead of an expression, and it might fail to
terminate. In the latter case, we say that it yields the value div. Formally, we instantiate Plotkin’s
powerdomain construction from the previous section by setting V = E U {err} and L := div,
noting it is a flat domain. We denote the resulting powerdomain by:

Dy = Pg(EU{erry U{div}), orderedby A <B <= A=BV ((dive A) AA\{div} C B).
We define the denotational semantics of System S over the point-wise lifting of the powerdomain:
P=E—->D,

To define the denotational semantics of strategies in a concise manner, we provide semantic
combinators and traversals that encapsulate the meaning of syntactic combinators and traversals.

Figure 2 illustrates the definitions of the combinators. The definition of sequential composition
s ;s t is straightforward, indicating that the execution of the strategy ¢ depends on the result of
applying s to the input expression e. If applying s to e results in an error or divergence, the
sequential composition will produce an error and divergence, respectively. Otherwise, the result
of the sequential composition s ;s t is produced by applying ¢ to the expression obtained by the
execution of s. The definition of left choice s<+;t prioritises the execution of the strategy s over ¢.
The strategy t will only be executed if the execution of s produces an error. Our treatment of
nondeterminism is demonic with respect to divergence while angelic with respect to errors. If either
the execution of s or t divergences, then the nondeterministic choice s<+>t diverges as well. The
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() D>D—>D
(s 55 t)(e) = U{t(e') e’ € s(e) NE}U {r|r € s(e) N {div, err}}

(Sequential composition)
(<+5): D>D—>D
(s <+s t)(e) = (s(e) \ {err}) U {e' | e’ € t(e) Aerr €s(e)}
(Left choice)
(<+>5):DP—>D—-D

(s <+>st)(e) ={e’|e €s(e) NE} U {div|div € s(e)}
U{e'|e etle) NEYU {div|divet(e)}U{err|err €s(e)nt(e)}

(Nondeterministic choice)

Fig. 2. Semantic Combinators of System S

nondeterministic choice will only result in an error if both executions of s and ¢ result in an error.
When both s and ¢ give cause for a successful execution, the choice is nondeterministic.

These combinators are sufficient for composing strategies applied to the root of an AST. System
S also provide traversals one, some and all to apply strategies to sub-expressions. Their semantics
are shown in figure 3. The traversal ones(s)(e) nondeterministically chooses one immediate sub-
expression of e and applies strategy s to it. The treatment of nondeterminism here is again demonic
with respect to divergence and angelic with respect to errors. If applying s to one of the sub-
expressions results in divergence, one,(s) will diverge. An error will only occur when e has no
sub-expression or applying s to all sub-expressions of e results in error. The traversal some;(s)(e)
applies s to as many immediate sub-expressions of e as possible. Its divergence and erroneous
situations are the same as one,. The successful execution of alls(s) on an input expression e requires
successful application of s to all immediate sub-expressions of e or e being a Leaf. If applying s to
one sub-expression leads to an error or divergence, all;(s)(e) yields err or div, respectively. For
simplicity of the presentation and illustration, we have restricted ourselves to binary trees in this
paper. However, the traversals can easily be generalised to ASTs with wider branching.

With the semantic combinators and semantic traversals introduced, we provide the denotational
semantics for System S shown in figure 4. The semantics of a strategy is modelled as a function
that takes in a semantic environment £, which is a function mapping variables to elements of D.

The semantics of a variable consists of looking up the variable in a given semantic environment.
We model an atomic strategy as a partial function, which can successfully rewrite an input expression
into an output expression when it is defined for the input expression. When an atomic strategy is
not defined for an input expression, applying it to the input expression will result in an error. SKIP is
a strategy that always rewrites an input expression to itself while ABORT is a strategy that always
produces an err. The denotational semantics of combinators and traversals are straightforwardly
defined with the semantic combinators and traversals. Lastly, the semantics of the fixed-point
operator is the least fixed point in our domain, where we extend the semantic environment with a
mapping from the syntactic fixed-point variable to the fixed point in our domain. We denote this
environment extension with the syntax £[X + d].

The denotational semantics is monotone. Given two environments &; and &, if the values obtained
from looking up the variables in the environments satisfy the ordering & (X) < &(X) for any
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(one) : D> D
n n

n n
ones(s)(e) ={ 7> Je= —~ Aejes(en) NE}U{ > Je= —~ Ae, €s(e)) NE}
€ € €1 € er e e; e

n
U{divle= —~ Adives(e)Us(e)}
€1 €

U {err|e=Leaf V (e = e/n\e Aerr € s(e;) Ns(er))}
1 €
(One)

(somes) : D —> D

n n
someg(s)(e) ={ 7> le= —~ Aej€s(er) NEAe,€s(e) NE}
61 62 e; e
n n
U{e’/\e |e= e/\e Nej€s(e) NEAerr€s(e)}
1 e 1 e
n n
U{ 7, le= —~ Aeres(ex) NEAerres(e)}

er e €1 €

n
U{divle= —~ Adives(e)Us(e)}
e e

U{err|e= LeafV (e = /n\e Aerr € s(er) Ns(ez))}

€1 €
(Some)
(alll) : D> D
n n
all(s)(e) = {Leaf |e = Leaf} U{ > Je= —~ Aej€s(e)) NEAej€s(e) NE}
e € €1 €

n
U{divle= —~ Adives(e)Us(e)}
e €

n
U{errle= —~ Aerres(e;)Us(e)}
e €
(ALl

Fig. 3. Semantic Traversals of System S

variable X, the values obtained from evaluation of a strategy s with these environments should
also satisfy the ordering [[s]|& < [[s]|&. Formally, we present the monotonicity theorem 3.1:

THEOREM 3.1 (SEMANTICS MONOTONICITY THEOREM). For given environments & and &, and
strategy s we have:

VX.5(X) < &(X)
[slé& < [s]é
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Variable(V) XY Z...

Semantic Environment(I's) ¢:V — D
[S]:Ts—> D
[x]¢=éx
[ atomic| € = Ae.{atomic(e) | atomic(e) def} U {err | atomic(e) undef}
[SKIP]|¢ = Ae.{e}
[ABORT]¢ = Ae.{err}

[s s elE=1[s]¢ s [t]€ (Sequential composition)
[s <+ t]€=[s]€ <+s [t] € (Left choice)
[s <+> t]€ = [s]€ <+>s [t]€ (Nondeterministic choice)
[one(s)]|& = ones([s]¢) (One)
[some(s)]|€ = somes([s]€) (Some)
[ati(s)]¢ = ally (51 (Al
[pX.s]€ = pX [s(E[X — X]) (Fixed point)

Fig. 4. Denotational Semantics of System S

We prove this theorem in Isabelle/HOL by structural induction on the strategy s.

3.3 Formalised Big-Step Operational Semantics

In this section, we present the formalised big-step operational semantics of System S, with our
extension allowing for divergent strategies. Figure 5 depicts the big-step operational semantics
for the non-diverging cases of System S. These cases are essentially the same as those of Visser
and Benaissa [1998], albeit with the aforementioned simplification to binary trees applied.? The
semantic rules are given in a straightforward way.

On top of these rules for terminating cases, we define the semantics for divergence as the
coinductive judgement [Leroy and Grall 2009] satisfying the rules shown in figure 6. Here we use
e % to indicate that the evaluation of an expression e by a strategy s leads to divergence.

3.4 The Denotational Semantics is Equivalent to The Big-Step Operational Semantics

In section 3.2 and section 3.3, we have provided two styles of semantics for System S. It is essential
to prove that these two semantics are equivalent, since we would like our formal semantics to
provide unambiguous and unique interpretation of strategies in System S. In addition, with the
equivalence of these two semantics established, we only need to refer to one of them to prove some
properties of System S and they should also hold for the other semantics.

We reason about the equivalence between the denotational semantics and big-step operational
semantics via computational soundness and computational adequacy theorems. More specifically,
we have a pair of computational soundness and adequacy theorems to relate the non-diverging
cases and a pair of computational soundness and adequacy theorems to relate the diverging cases.

2Visser and Benaissa [1998] denote error by 7.
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3:10
(Sk1p) ————— (ABORT) ———  (ArowmIC)
SKIP ABORT atomic .
e—e e — err e —> atomic(e)
S1 S2 S1 S1 S2
e —> e e — e e — err e — e e — err
- (SEQComp) ———— (SEQCoMPERR(1)) - (SEQCOMPERR(2))
51382 51382 S1:82
e — e e — err e — err
S1 S1 S2 S1 S2
e — e e — err e — €y e — err e — err
(LCHoICE (L)) (LCHoICE (R)) (LCHOICEERR)
$1<+s3 $1<+S3 $1<+S3
e 12 e —— err
S1 S3 S1 S2
e — e e — e e — err e — err
(Cuoicg(L)) ———— (CHoIci(R)) (CHOICEERR)
s1<+>s2 s1<+>s; s1<+>s2
e e e — err
s[X=pX.s] s[X:=pX.s]
e—— €1 e ——— err
(FIXEDPOINT) ——— (F1XEDPOINTERR)
pX.s pX.s
e — e e —— err
(ONE(ID)) — (Somek(Ip)) ———— (Aui(Ip))
one(s) some(s) all(s)
Leaf —— err Leaf —— err Leaf —— Leaf
S ’ S ’ s s
— —
G176 €276 e — err ey — err
(OnE(L)) (ONE(R))
n n (ONEERR)
n one(s) o~ n one(s) o~ n one(s)
P _— ] 7~ —_— , o~ > err
€1 € e e €1 € er 6 e e
s, s s s,
e;— e e) — err e — err es— e
(SoME(L)) (SoME(R))
n some(s) n n some(s) n
€1 € e e €1 € er e
s, s, R R
- -
€1 € €276 e — err e;— err
(SoME)
n (SOMEERR)
n some(s) o~ n some(s)
PN —_— , , o~ > err
€1 € e € e; e
s, s, R R
— —
€1 € €276 (Aw) e;— err ey — err
n (ALLERR(L)) (ALLERR(R))
oAl no all(s) noall(s)
—_— 5 T~ ——err T~ ——err
e e e e e e €1 €

Fig. 5. Big-step operational semantics of non-diverging cases

Firstly, we show that if an expression e is evaluated to another expression or an error using
the big-step operational semantics of a strategy s, this result must also be in the set obtained by
executing the denotational semantics of s, with the given expression e. Formally, this is described
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S1 S1 Sy
€ — e — e e —
- (SEQComPDIV(1)) - (SEQCoMPDIV(2))
S1582 $1582
e — RSN
o o
S1 S1 Sz
e — e — err e —
(e8]
— gy (LCrowcEDIV(D) Py (LCHorcEDIV(2)
e — e
© oo
s1 5
e— e —
(e8]
S1<t>5; (CrorceD1v(1)) S <ios, (CuorceD1v(2))
e——— e —
© =S}
S s
e — ey —
(ONEDIV(1)) (ONEDIV(2))
n one(s) n one(s)
P —_— P -
e € o er ey <)
S s
€1 — ey —
R )
(SomEDIV (1)) (SomED1V (2))
n some(s) n some(s)
T~ —_ o~ R
€1 € o e, e )
S s
e — e, —
(ALLD1v (1)) (ALLD1v (2))

n all(s)
T~

€1 € oo

e

o)

s[X:=pX.s]
_

n all(s)
T~

€1 € o

(FixepPoINTD1V)
pXx.s

e —
o)

Fig. 6. Big-step operational semantics of diverging cases

by our first computational soundness theorem 3.2. The subscript & indicates that s, is a closed
strategy: a strategy with no free variables, i.e. fu(ss) = 0.

THEOREM 3.2 (COMPUTATIONAL SOUNDNESS THEOREM ONE). For a given closed strategy ss, and
any environment &, we have for an arbitrary expression e and result r:

Sa
e—r
r € [[sa] ée
We prove this by induction on the derivation of e 2, r from the rules of Figure 5. As the strategy
ss 1s always closed, to instantiate our inductive hypothesis in the cases for the fixed-point operator,
we make use of the following substitution lemma 3.3 to semantically relate the syntactic substitution

of a closed strategy s, for a variable X in s with the strategy s under the environment where X
maps to the semantics of s,.
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LEMMA 3.3 (SUBSTITUTION LEMMA ONE).
[s[X = salll& = [s1€[X = ([s4]8)]

This lemma can easily be generalised to allow s4 to instead be an open strategy, so long as X is
not free in s, however our operational semantics only ever substitutes closed strategies, thus this
generalisation is not necessary to prove our semantic equivalence theorems.

We now prove a computational adequacy theorem, the converse of the computational soundness
theorem 3.2. It states that if a non-diverging result r is one of the results of the denotational semantics
for a closed strategy ss with an input expression e, then the big-step operational semantics of s,
with the input expression e will produce the same result.

THEOREM 3.4 (COMPUTATIONAL ADEQUACY THEOREM ONE). For an expression e, result r, and closed
strategy s, we have:

r € [[sa] €e r# div

Sa
e—r
To prove this theorem, we first generalise to open strategies. To do this, we define an approximation
relation between a closed strategy and an element of our domain, and state an approximation
lemma. Here, we employ, for a simultaneous substitution 6 : V — S,, the notation s[6] for the
application of @ to all free variables in s.

DEFINITION 3.1 (APPROXIMATION RELATION ONE). Given a closed strategy s. and a functiond € D,
we say sa A d if and only if for any given input expression e, when r is a non-diverging result obtained
by applying d to e, r will also be the result of evaluating the big-step operational semantics of ss with
the input expression e.

saAd & Ver.red(e)N(EU {err}) Ser
LEMMA 3.5 (APPROXIMATION LEMMA ONE).
Vy € fu(s). 0(y) A&(y)  sa =5s[0]
sa & [[s]€

The proof of this lemma is by induction on the strategy s, and Scott induction is required for the
fixed point cases. From the approximation lemma, we prove the computational adequacy theorem
3.4 by setting s := ss. As there are no free variables in s,, the approximation relation trivially
implies our goal.

The computational soundness and adequacy theorems presented above state that the denotational
semantics and big-step operational semantics are equivalent for the non-diverging cases. Next, we
present computational soundness and adequacy theorems for divergent strategies.

The computational soundness theorem for the diverging cases states that, if the evaluation of
the big-step operational semantics of a closed strategy s, with an input expression e diverges, div

must be in the resulting set obtained by executing the denotational semantics of s, with the given
expression e.

THEOREM 3.6 (COMPUTATIONAL SOUNDNESS THEOREM TWO).

Sa
e —
(o)

div € [[sa] Ee
Just as with computational adequacy for non-diverging cases, we must first generalise to open
strategies. We define the second approximation relation together with an approximation lemma to
prove this soundness theorem.
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DEFINITION 3.2 (APPROXIMATION RELATION TWO). Given a closed strategy s, and a function
d € D, wesay sa Ao d if and only if for any given input expression e, when evaluating the big-step
operational semantics of s, with the input expression e diverges, the divergence div will be obtained by

applying d to e, and we have the ordering d(e) < [[s4] €e.

Sa Ao d = Ve. (e 2 = dive d(e)) And(e) < [[sa] e

LEMMA 3.7 (APPROXIMATION LEMMA TWO).
Yy € fu(s). 0(y) A E(y)  sa=s[0]
sa Do [s]€

The proof of this lemma is (again) by induction on the strategy s, where Scott induction is used for the
fixed point cases. For the cases which involve terminating sub-steps, such as sequential composition
or left choice, we make use of our soundness theorem for non-diverging cases, theorem 3.2. We
utilise this approximation lemma 3.7 to prove the computational soundness theorem 3.6.

Lastly, we prove the computational adequacy theorem for the diverging cases, which is again the
converse of the soundness theorem 3.6. It states that if div is in a result of executing the denotational
semantics of a closed strategy s, with an input expression e, then evaluating the big-step operational
semantics with the given expression e leads to divergence.

THEOREM 3.8 (COMPUTATIONAL ADEQUACY THEOREM TWO).
div € [[ss] e
Sa
e —
[e9)

We prove this by coinduction over big-step operational semantics for diverging cases while
making use of the computational adequacy theorem 3.4 for the non-diverging cases. Just as with
our computational soundness proof for non-diverging cases, we work only with closed strategies
sa, and rely on our substitution lemma 3.3 for the fixed point cases.

With these two pairs of computational soundness and adequacy theorems, we can conclude that
the denotational semantics and big-step operational semantics are equivalent. Formally, we obtain:

THEOREM 3.9 (EQUIVALENCE BETWEEN SEMANTICS).
[sa]lée = {rle > r} U {div]e =}

In this section, we have studied two styles of semantics of System S, namely a denotational
semantics and a big-step operational semantics. To complete our semantic accounting, it may be
worthwhile for us to study its small-step operational semantics in the future.

4 LOCATION-BASED WEAKEST PRECONDITION CALCULUS

As we have seen, a strategy either successfully rewrites an expression into another expression,
generates an error, or fails to terminate.

Naturally, we care mainly about the successful executions of a strategy. In particular, when it
rewrites an input expression into another expression that satisfies a desired property. In order to
formally understand successful and unsuccessful executions of strategies, we design and formalise
a location-based weakest precondition calculus. Weakest preconditions were introduced by Dijkstra
[1975], as an axiomatic semantics for his guarded command language. Different from other weakest
precondition calculi, we introduce the notion of a location in an AST as a parameter in our calculus
for reasoning about traversals, which is discussed in section 4.1. Before presenting the formal
definition of the calculus, we recapitulate the definition of a weakest precondition.
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DEFINITION 4.1 (WEAKEST PRECONDITION). Given a program S and a postcondition P, the weakest
precondition wp(S, P) is an assertion R,, such that for any precondition R:

{R}S{P} & (R = R.)

Here {R}S{P} is a Hoare triple stating that S will successfully terminate in a state satisfying
assertion P if the state before executing S satisfies R. Intuitively, the weakest precondition of S
under P characterises all those states that lead to successful termination in a state of P when
executing S. In Dijkstra’s [1975] calculus, a function wp is defined which, given a program and
an assertion as a postcondition, computes the weakest precondition inductively on the program
structure. Bonsangue and Kok [1992] extend Dijkstra’s calculus to assign weakest preconditions for
a fixed-point operator by additionally including a logic environment as an input to the wp function,
which associates a predicate transformer with each variable. As we also have a fixed-point operator
for general recursion, we do the same in this formalisation.

When dealing with strategies, assertions take the form of sets of expressions, and a state is an
expression we are rewriting. Thus, the weakest precondition is a set of input expressions for a
strategy to be applied to, such that the result of the application of the strategy will lead to another
expression. That means the strategy will neither yield an error nor diverge. Moreover, the weakest
precondition has to guarantee that an expression of the postcondition is reached.

DEFINITION 4.2 (WEAKEST MUST SUCCEED PRECONDITION). A weakest must succeed precondition
takes the form wpys@i(P). This is the set of those expressions that, by applying strategy s at location
I under the logic environment {, will be successfully transformed into expressions satisfying P.

To calculate this set of input expressions constituting the weakest must succeed precondition,
we also introduce the following auxiliary function. In fact, wpsy 5@ (P) and wpéTVH @I(P) will be
defined by mutual induction.

DEFINITION 4.3 (WEAKEST MAY ERROR PRECONDITION). A weakest may error precondition takes
the form opr;”@l(P). This is the set of those expressions that, by applying strategy s at location |

under the logic environment {, will be successfully transformed into expressions satisfying P, or result
in error.

4.1 Modelling Traversals

In definitions 4.2 and 4.3, we introduce the location for specifying the particular sub-expression
to which the strategy s should be applied. This allows us to express that after applying a strategy
s to the sub-expression at the location | of an input expression e, the input expression e should
be transformed into an expression that satisfies the postcondition P. Consequently, the weakest
precondition for traversals such as one(s), some(s), and all(s) can be defined inductively in terms
of the weakest precondition of s, just at different locations.

Kieburtz [2001] proposes an alternative approach, using modal logic for assertions about traver-
sals. However, it is unclear how this technique could be used to define a complete calculus. We
discuss this in section 6.

A location is essentially a path into the abstract syntax tree. Such a path consists of a sequence
of positions, for our binary trees either left (£) or right (#). Positions are prepended to a location
with < and appended with ». For instance, suppose we have an AST representing an arithmetic
expression 1 + 3, each sub-expression is located as:

+(€)
—
1(ex?) 3(ev#)
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With locations being introduced in the assertions, accompanied by the two helper functions
lookup and update discussed in the next section, we can model the execution of a strategy at a
given location in the input expression, which enables the assignments of weakest preconditions
inductively for traversals just as with other operators.

4.2 The Calculus

We now introduce the location-based weakest precondition calculus for System S in its full formal
detail. We first provide definitions of helper functions and essential notations for the formalisation.

To connect locations and expressions, we introduce two partial functions lookup and update,
shown in figure 7. Given a location [ and an expression e, the partial function lookup returns the
sub-expression which is located at the location [ in an expression e. The function is partial, as it is
only defined when the location [ actually exists in the expression e. The partial function update
takes in a set xs € D, and updates an expression e at the location / with each expression in xs,
resulting in a set of expressions where each element is obtained by replacing the sub-expression of
e at the location [ with an element of xs, with appropriate handling of errors and divergence.

Figure 8 shows the essential notations for defining the weakest precondition calculus. Since
we will again have fixed-point operators in the weakest precondition calculus, we need to ensure
that least fixed points exist, by operating in a domain which is again a cpo, and show that our wp
function is monotone with respect to that domain. The ordering of our domain Dy is a point-wise
lifted set ordering, of which the bottom element is the empty set.

Similar to the semantic environment introduced for the denotational semantics in figure 4, the
logic environment contains mappings of (fixed point) variables to an element of our logic domain
(which is a function). Since we mutually define weakest must succeed preconditions and weakest
may error preconditions, a fixed-point variable can map to two different functions. We use the tags
- (must succeed) and T (may error) to distinguish these two different mappings.

With these notations and helper partial functions, we provide the location-based weakest pre-
condition calculus. For presentation purposes, we simplify our definitions by only considering the

lookup:L - E—E (Wewriteitas 1 (e:E): (¢ : E))

lookupee=ce

n
lookup (¢ «1) —~ = lookup [ e
€1 €2
n
lookup (» «l) —~ = lookupl e,
e €
update: L - E — D, - D, (Wewriteitas (d:D,) 0=y1 (e:E): (d : D))

update € e xs = xs

n T ’
update (€ <) —~ xs={ 7 | e; € (updatel e; xs) NE} U (xs N {err, div})
e e € e

n

n /\
update (» <) —~ xs={ , |5 € (updatel ey xs) NE} U (xs N {err, div})
€1 € €1 €,

Fig. 7. Helper functions

Proc. ACM Program. Lang., Vol. 8, No. POPL, Article 3. Publication date: January 2024.



3:16 Xueying Qin, Liam O’Connor, Rob van Glabbeek, Peter Hofner, Ohad Kammar, and Michel Steuwer

Position i:= ¢ | » Location(L) [:= € | I»i | i<l
Variable(V) XY Z... Tag(T) t: -7
Logic Domain ®p =L — Z(E) - Z(E)
Logic Environment(I7) ¢ :(VXT) —» Dg

wprnrsseiL(P: P(E)) : (Ry : Z(E)) (Weakest must succeed precondition)
wp;rLH:S @I:L(P : Z(B)) : (R, : Z(B)) (Weakest may error precondition)

Fig. 8. Basic notations

cases where location [ actually exists in the expression. In our Isabelle/HOL formalisation, we make
this explicit in the definition of wp and wp'.

Figure 9 shows the weakest preconditions for basic strategies: SKIP, ABORT and atomic. Trivially,
the weakest must succeed precondition and weakest may error precondition for SKIP are the same,
i.e., the given postcondition P, since the execution of SKIP never results in error or divergence, nor
changes the input expression. As for ABORT, since it will always result in an error no matter what
input expression is given, its weakest must succeed precondition is the empty set and its weakest
may error precondition is the set of all expressions. The weakest preconditions of atomic strategies
are defined using their denotational semantics (cf. figure 4): the weakest must succeed precondition
is the set of input expressions, for each expression of which applying the atomic strategy to its
sub-expression at the given location [ should result in a (singleton) set of expressions which is a
subset of the given postcondition P. The weakest may error postcondition is defined in a similar
manner, the only difference is that the resulting set of expressions should be a subset of P U {err}.
It does not matter what semantic environment is given here when we invoke the semantics, so
we just use the environment which maps all variables to {div}, denoted by @. Remember that the
operators ¢ and O= are lookup and update.

Figure 10 shows the weakest preconditions for combinators: sequential composition, left choice
and nondeterministic choice. Intuitively, the weakest must succeed precondition of the sequential
composition s ; t is simply to sequentially compose the weakest must succeed preconditions of s
and t where the post condition of s is the weakest must succeed precondition of ¢. The same approach
is taken for defining the weakest may error precondition. The weakest must succeed precondition
of the left choice s <+ t is the union of the set of expressions that can be successfully rewritten
by the strategy s and the set of expressions for which applying s may result in error but that can
be successfully rewritten by the strategy t. Its weakest may error condition additionally includes
the set of expressions for which applying the strategy t may result in error. The definitions of the

WP{HKIP@I(P) =P WP{lFABORT@l(P) =0
T _ T _
Wp@FSKIP@l(P) =P Wp{wABORT@l (P) =E

ngvll—atomic@l(P) = {e | ([[atomic]lg(fhl e)) O=;eC P}
wp;mmmic@l(P) = {e| ([ atomic]|@(h; e)) O=>; e C PU {err}}

Fig. 9. Location-based weakest preconditions for basic strategies
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wprs:t@l(P) = wpgis@l (WPt (P)) WP;H;t@l(P) = WP;H@I(WP;H@Z (P))

(Sequential composition)
wprrs<ir@l(P) = Wpgrs@i (P) U (WP;,_S@I(P) N wozrr@l (P))

WDy scrrqi(P) = Whers@t(P) U (wply ) (P) Nl 10 (P))
(Left choice)

wpgrs<r=t@i (P) = (WpL, 0/ (P) N wpgis@i(P)) U (wpl, o (P) N wpgviai (P))

T N | 7
Wpg“n—s<+>t@l(P) - Wp{n—s@l (P) N wpgu—t@l (P)

(Nondeterministic choice)

Fig. 10. Location-based weakest preconditions for combinators

weakest preconditions of the nondeterministic choice s <+> t capture the angelic nondeterminism
for err and demonic nondeterminism for div. Its weakest must succeed precondition is the set of
expressions to which applying neither the strategy s nor t will diverge and which can be successfully
rewritten by at least one of s and ¢. The weakest may error precondition relaxes this last requirement
by including the set of expressions to which applying both s and ¢ may result in an error.

Location is very important for defining the weakest preconditions of traversals. Demonstrated
in figure 11, the approach of defining the weakest preconditions for one(s) is again similar to
nondeterministic choice, as one(s) nondeterministically chooses one of the left or right child of
the current expression to apply the strategy s to. Its weakest must succeed precondition is a set
of expressions that are not leaf nodes. For each of them, applying s to either its left child or right
child should not diverge, and at least one of its children must be successfully rewritten by s. The
weakest may error precondition of one(s) includes all expressions that are leaf nodes as well as
expressions whose both children to which applying s may result in error. The weakest must succeed
precondition of some(s) is a set of expressions that are not leaf nodes. For each of them, if the given
strategy s can be applied to both of its children successfully, the result of applying s to both of
them regardless of the ordering of the application should satisfy the postcondition P. In addition,
applying s to one of its children may result in an error, but not for both of its children. Again,
expressions with children to which applying s diverges are excluded from the weakest must succeed
precondition. Similar to one(s), the weakest may error preconditions includes all leaf expressions
and expressions whose both children to which applying s may result in error. Since all(s) requires
the strategy s to be applied to either a leaf expression or both children of an expression which is not
a leaf, intuitively, its weakest must succeed precondition is a set of leaf expressions, or expressions
of which both children can be successfully rewritten by the strategy s regardless of the order of
the application of s. Its weakest may error precondition again includes all leaf expressions and
expressions with children to which applying s may result in an error.

Lastly, we introduce the weakest preconditions for the fixed-point operator, shown in figure 12,
which are defined using simultaneous induction. A contains a pair of simultaneously defined least
fixed points 2" and % which are used to define the weakest must succeed precondition and weakest
may fail precondition respectively. In these fixed-point equations, we extend the logic environment
¢ with mappings from the fixed-point variable with tags (X, -) and (X, T) to the least fixed points
Z and ¥ respectively.
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WPz one(s)@1 (P) = (WPl o o (P) N wptisier (P) U (wpl, o (P) N wpzisier (P))
WOy one(srat(P) = {e] (e ) = Leaf} U (wply . (P) VW o, (P))
(One)
WPQHome(s)@l(P) = WP&s@l»f(WPg“u-s@l»r (P))u ngvl}-s@l>r(wp§ll—s@ll>f (P))
U (whgesator (P) N Whzisalor (WP, o, (P)))
U (ngll—S@ID#(P) N WP s@lIbr (WP;H@I%(P)))
WP}, ome(syar(P) = €] (i ) = Leaf}
T T T T
U wpy,y caime WPpvsater (P OWPs ot (WP e (P))
N WP}, ornr (P UWDL, o1 (WDEks@1r (P)))
N WP}y ot (P UWDL, o, (WDEks@1n (P)))
(Some)

wperal(sy@l (P) = (PN {e| (h; e) = Leaf})
U ngvlks@bf (Wp§\k3@1>r (P)) U ngvlks@lwf (ngwks@lw” (P))

ng’lkall(s)@l(P) = (Pn{el|(h;e) = Leaf})
N (WPSI'FS@W(ngws@lw(P)) n Wp;»—s@hr(ng[ll—s@lwf(P)))
(All)

Fig. 11. Location-based weakest preconditions for traversals

wprrxel(P) = {(X,-) I P (where {(X,-) def.) WPQTVII—X@I (P) =C(X,T)IP (where {(X,T) def.)
(Fixed-point variable)

wheexs@(P) = [LFPZ : A] 1P

WP}y xsoi(P) = [LFPY : A]LP

TIP = i N P
Where: A — WP (X, )2, (XD =Y Jrs@l (P)

— aop!
YIP =wpyxyma , xnoyivsal F)
(Fixed-point operator)

Fig. 12. Location-based weakest preconditions for fixed-point operators

The weakest must succeed precondition a (fixed point) variable X is calculated by applying the
function obtained by looking up (X, -) in the logic environment ¢ to the location / and postcondition
P. For the weakest may fail precondition, the function applied to [ and P is obtained by looking up
X with the may fail tag T from (.

4.3 The Soundness of the Weakest Precondition Calculus w.r.t. the Formal Semantics

Since our weakest precondition calculus is designed to reason about the execution of strategies,
it is essential to prove it is sound with respect to the formal semantics introduced in section 3.
Specifically, we define the soundness of the weakest must succeed precondition as theorem 4.1, and
the soundness of the weakest may error precondition as theorem 4.2. Both of these theorems have
the same assumption to relate the logic and semantic environments { and £. This assumption states
that given any variable X, location [ and postcondition P, executing the function obtained by looking
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up X in the logic environment { — with the must succeed tag or the may error tag correspondingly —
gives the set of expressions, at the location [ of each of which executing the semantics of the variable
(£(X)) results in a subset of the postcondition P or P U {err} respectively. From this assumption,
theorem 4.1 concludes that the weakest must succeed precondition wpsy.s@i(P) should equal to the
set of expressions on which executing the semantics of s gives a subset of P. Similarly, theorem 4.2

says that under the same assumptions, the weakest may error precondition wpgH @I(P) should
equal to the set of expressions on which executing the semantics of s gives a subset of P U {err}.
THEOREM 4.1 (SOUNDNESS THEOREM FOR WEAKEST MUST SUCCEED PRECONDITION).
VXIP.J(X,)IP={e|&(X)(h;e) O>; e C P}
A TP = {e E(X) (b ) Oy e € P U ferr}}
nglrs@l(P) = {e| ([[Sﬂg(rhl e)) =, e C P}

THEOREM 4.2 (SOUNDNESS THEOREM FOR WEAKEST MAY ERROR PRECONDITION).

VXIP.(X,) [ P={e| &X)(hi €) O=1 e C P}
ANX,MDIP={e|&(X)(hie) 0= e C PU{err}}

wpl, or(P) = {e| ([s1€(hs €)) o1 e S P U {err})

We prove these two theorems simultaneously, by induction on the strategy s. For the fixed-point
operator cases, we make use of Scott induction. The proof is mechanised in Isabelle/HOL.

5 REASONING ABOUT STRATEGIES WITH WEAKEST PRECONDITION CALCULUS

As discussed in section 2, there are some strategies that can never be executed successfully, such
as strategies that always diverge like repeat(SKIP) and strategies that are not well composed like
multeom 5 addeom. We call such strategies bad strategies. Formally, we define good and bad strategies
in terms of our weakest precondition calculus as definition 5.1 and definition 5.2, where the formal
definition of bad strategies is the negation of good strategies.

DEFINITION 5.1 (GOOD STRATEGIES). A strategy s is good iff for a given postcondition P:
wpsrs@l(P) # 0

DEFINITION 5.2 (BAD STRATEGIES). A strategy s is bad iff for a given postcondition P:
wpzrs@l(P) =0

For strategies that can terminate and are well composed, they may not be able to successfully
rewrite any input expression into an expression satisfying our desired postcondition. For instance,
even though the atomic strategy add,,, is a good strategy, applying it to 3 = 4 would result in
an error. Also, as illustrated in section 2, when encoding a normalisation strategy for rewriting
an input lambda expression into its fn-normal form, such strategy can diverge on some input
expressions (e.g., the expression Q given below). If it does terminate on an input expression, it ought
to rewrite all reducible sub-expressions of such input expression. We formally define the successful
executions and unsuccessful executions of good strategies as definition 5.3 and definition 5.4.

DEFINITION 5.3 (SUCCESSFUL EXECUTION). An execution of a good strategys, on an input expression
e is successful iff for a given postcondition P:

e € WPgws@l(P) (Where: WP{H@I(P) # 0)
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DEFINITION 5.4 (UNSUCCESSFUL EXECUTION). An execution of a good strategy s on an input
expression e is unsuccessful iff for a given postcondition P:

e ¢ wpgis@l (P) (where:  wpgps@i(P) # 0)

Next, we demonstrate how to use the location-based weakest precondition calculus to reason
about the execution of strategies. All examples we discuss are mechanised in Isabelle/HOL.

5.1 Reasoning About Termination

Strategies can diverge. Recall from section 2 that repeat(s) is defined as pX.try(s; X) where try(s) is
defined as s <+ SKIP. We can derive the weakest precondition formula of repeat(s) by the weakest
precondition formulae of SKIP, left choice, sequential composition and the fixed-point operator:

WPk repeat(5)@1 (P) = WPl oocor(sy@r(P) = [LFPL < A] 1 P

where A is the fixed-point equation

LLP = wpgix o2, (XN lesa@l(LIP) U (POwpL oo o o oo o (L 1P))

Although the execution of repeat(s) would never result in an error since its weakest may error
precondition formula is identical to its weakest must succeed precondition, it may diverge.

A simple example of a diverging strategy we have introduced is the strategy repeat(SKIP). It is
straightforward to conclude that it is a bad strategy using the weakest precondition calculus. With
the weakest must succeed precondition formulae of repeat(s) and SKIP, we calculate that for the
set of all expressions as the post condition, the weakest must succeed precondition of repeat(SKIP)
is an empty set:

nglkrepeat(SKIP)@e(E) =0
Intuitively, such a result indicates that there is no expression that can be successfully rewritten
by the strategy repeat(SKIP). According to the definition 5.2, we can conclude that the diverging
strategy repeat(SKIP) is bad strategy.

Since we apply demonic nondeterminism on divergence as discussed in section 4, the strategy
SKIP <+> repeat(SKIP) always diverges. To show that it is a bad strategy, we can again calculate
its weakest must succeed precondition with the set of all expressions as the postcondition:

WP SKIP<+5> repeat (SKIP) @e (E) = 0

Again, we obtain an empty set as its weakest must succeed precondition, indicating that such a
strategy can never be successfully executed on any input expression.

Strategies that can terminate are potentially good strategies. For instance, the strategy SKIP <+
repeat(SKIP) always terminates. To conclude it being a good strategy, we calculate its weakest
must succeed precondition:

WP 1SKIP<+repeat(SKIP) @e (E) = E

Intuitively, because left choice prioritises the strategy on the left hand side of the combinator over
the strategy on the right hand side, SKIP is always preferred over repeat(SKIP) here. Therefore,
SKIP <+ repeat(SKIP) always terminates and produces expressions. According to the definition 5.1,
we conclude that the terminating strategy SKIP <+ repeat(SKIP) is a good strategy.

5.2 Reasoning About Well Composed Strategies

Strategies that terminate may still not be good strategies, since they can be not well composed and
always result in error. An example of a not well composed strategy that we have introduced in
section 2 is multeop 5 addgon. According to the weakest precondition formulae for atomic strategies
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Abs App
Lambda Expression e:= Id 1 | o/\e |~
e e

Index : € N

Fig. 13. The syntax of the lambda calculus

and the sequential composition presented in figure 9 and figure 10, we calculate its weakest must
succeed precondition for the set of all expressions as the postcondition:

WPk multeom ; addeom@e (E) =0

Since its weakest must succeed precondition is an empty set, with definition 5.2, we can conclude
that the strategy mult,,,m 5 addcom is a bad strategy.

Well composed terminating strategies are good strategies. For example, given an atomic strategy
add;y defined as:

addiy: 0+a~a

The strategy add.., 5 addig is a well composed strategy. In practice, it can successfully rewrite an
expression 3 + 0 into the expression 3. We are able to conclude that the strategy add.on 5 addi; is a
good strategy again by checking its weakest must succeed precondition for the set of all expressions
as the postcondition:

WDk add,om : addy@e (B) = {e|e = a+0}

Since the calculated weakest must succeed precondition is not an empty set, according to the
definition 5.1, the strategy add.,, ; addi, is a good strategy.

5.3 Reasoning About Beta-Eta Normalisation

In section 2, we have defined the normalise strategy by composing the strategy repeat(s) and the
top-down traversal topDown(s) as normalise(s) = repeat(topDown(s)), which keeps applying a
given strategy s to every possible sub-expression of an expression until s is no longer applicable.

One example usage of the normalisation strategy we demonstrated is to reduce an expression in
A-calculus into the f-normal form. Given the f-reduction and 7-reduction as two atomic strategies
beta and eta, we can express the strategy for calculating the fn-normal form as:

BENF = normalise(beta <+ eta)

Furthermore, we define a predicate to assert that an expression is in fn-normal form, simply by
stating that the beta and eta atomic strategies must not be defined for any location in the expression:

isBENF e < VI. beta(4; e) undef A eta(h; e) undef (where: @ e is defined)

It is well known that not every A-expression has such a normal form. With our location-based
weakest precondition calculus, we are able to reason about whether an expression can be normalised
by the strategy BENF into a fn-normal form.

Firstly, in figure 13, we provide an encoding of the lambda calculus with de Bruijn indices using

n
the expression tree structure we introduced, which takes the form of either a Leaf or a node e/\e .

Specifically, we encode an Id expression (a de Bruijn index) as a Leaf and both an abstraction and
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an application as nodes. Then we encode beta reduction and eta reduction as two atomic strategies:

App Abs
— T
beta : ﬁli €~ f[e/0] eta: ® ﬁpz ~ f
e f f Ido

where f[e/0] is the de Bruijn substitution of the index 0 with the expression e in f and f §, is the
de Bruijn down shifting eliminating the index 0 in f.

Next we introduce the weakest precondition formula for the strategy normalise(s), which is
calculated using the weakest precondition formulae of repeat(s) (introduced in section 5.1) and
topDown(s). Recall that in section 2 the strategy topDown(s) is defined using the left choice combi-
nator, the traversal one(s) as well as the fixed-point operator:

topDown(s) = pX.(s <+ one(X))
We can derive its weakest must succeed precondition and weakest may error precondition formulae:

whzrtoppown(s)@t(P) = [LEPL s AT IP wpl,, oo (P) = [LEPY : A L P
Where:

ZIP = WPI(X, ) =X, (X,T)»—)?]IFS@I(P) U (ng[(x’),_)&" , (X,T)r—)?]n—s@l(P)
A YU £)PNL (> #)P)U(Y(I>») PO L (1> ) P)))

_ i)
? Ip = WPI(X, ) =X, (X,T)»—)?]lks@l(P) U (ng[(x’.),_)gz , (X,T)r—)?]n—s@l(P)
N(Y(A>)PNY(L>#)P))

With the weakest precondition formulae for topDown(s) defined, we can subsequently provide the
weakest precondition formula for the strategy normalise(s). Note that its weakest must succeed
precondition and weakest may error precondition share the same formula, just like repeat(s):

WP knormalise(s) @1 (P) = ng’n—normalise(s)@lg(P) = [LFP X, : A/ ]IP
Where:
A, =2 1P =[LFPZ; : A)]IPU (([LFP %, : A¢]IP) N P)

LilP = wpr((x, ), , (XD)=2y s (V)= (Y1) =% rs@l (Lr L P)
1
VWP ((x, ), , (XD, (Yoo, (Yo% )ws@l (T LP)
N(%1> ) PN 21> #)P) U (%(l> ) PN Zi(l> £) P)))
Y lP = wpr(x, -2, (XD, (Y-, (Y- rs@l (Xr LP)
(2, 1P)

A

1
Y (Wpév[(X,‘)Hfl’r s (XD, (V)2 (Y.)-%]ks@]

N(Z (1> ) PN Y (1> 7) P))

With the weakest precondition formula for normalise(s), we can first conclude that the strategy
BENF for calculating the fn-normal form for expressions is a good strategy by showing:

wpsrenFel (B) # 0
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Although the strategy BENF is good, some expressions are not able to be rewritten by it to a
pn-normal form. For instance, the expression Q is defined as:

App
/\
Abs Abs
Q= PN
. App . App
PN PN
Ido IdO Ido Ido

Applying the strategy BENF to the expression Q will diverge, namely, the execution of the strategy
BENF on Q is unsuccessful. We draw this conclusion by showing that Q is not an expression in the
weakest must succeed precondition of BENF no matter what the postcondition is:

Q ¢ wpyypenree (E)

We prove this proposition straightforwardly using Scott induction.

Beside identifying expressions that fail to be normalised into a f-normal form using BENF, we
are also interested in examining whether a complex expression is indeed rewritten into a f-normal
form after applying the strategy BENF. For instance, given an expression e defined as:

App
/\
Abs Abs
/\ /\
. Abs ° Abs
/\ /\
° Abs L App
e:= /\ RN
. App Id1 Ido
/\
Id1 App
/\
App Ido
SN
Id2 Id1

we show that applying the strategy BENF to the expression e does rewrite it to a f-normal form
by showing the proposition below holds:
e € WpiBeNFee ({€ | isBENF e})

The proof of this proposition is also straightforward, merely requiring the repeated unfolding of
fixed-point operators. On the basis of this result, we can conclude that the strategy BENF performs
the rewrite on the input expression e as we expected, namely, rewriting e into its fy-normal form.

5.4 Discussion

As this section demonstrates, our formal calculus provides precise description of strategies, in-
dependent of their length and complexity. It also provides a good characterisation of desired
properties to be satisfied after the execution of a strategy, as well as of expressions that can be
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successfully rewritten. Additionally, our calculus is capable of performing non-trivial reasoning
about rewrite strategies. Specifically, the reasoning about beta-eta normalisation already features
strategy combinators, traversals and recursion: the fundamental ingredients of strategic rewriting.
As our framework is fully mechanised in Isabelle/HOL, reasoning can be performed directly in and
facilitated by the proof assistant. Therefore, it is conceivable — still with a significant effort — to use
our framework for reasoning about complex applications, including Elevate [Hagedorn et al. 2020]
compiler optimisations. A significant initial hurdle is to encode the language that is rewritten (e.g.
the lambda calculus in section 5.3) as well as application-specific rewrites in Isabelle/HOL, before
we can start reasoning about the behaviour of more complex rewrite strategies. With our formal
calculus and its Isabelle/HOL implementation it would be possible to build up a library of standard
languages and rewrites, to facilitate reasoning about increasingly complex practical applications.

6 RELATED WORK

Strategic Rewriting and Traversals. Term rewriting systems [Dershowitz 1985] are a powerful
and versatile method to express syntactic transformations. Strategic rewriting languages, which
give programmers control over the rewriting process, have seen applications in many areas. Initial
efforts, such as the language ELAN [Borovansky et al. 1996], focused on using rewriting as a
way to model deduction and computation. The previously mentioned Stratego [Bravenboer et al.
2008; Visser 2001; Visser et al. 1998], which uses System S as its core language, is designed for
developing language interpreters in the Spoofax Language Workbench [Wachsmuth et al. 2014].
Elevate [Hagedorn et al. 2020, 2023] is very much in the style of Stratego, but is instead targeted
towards guiding optimisations in a compiler for high performance computing. The language
TL [Winter and Subramaniam 2004] applies strategic rewriting to data processing tasks, and
Strafunski [Limmel and Visser 2002], which is again a Stratego-like language, uses strategies for
datatype-generic programming. Traversals are an essential feature of System S that also appear in
other program transformation designs, such as the ‘Scrap your boilerplate’ (SYB) style traversals (e.g.
everywhere, everything, anyDescendant, anyAncestor etc.) for XML programming [Lidmmel
2007]. Reachability constraints are added to types of these traversals for detecting queries that
result in an empty set and transformations that always fail or do not change anything. To analyse
strategic programs some algebraic laws are discussed by Cunha and Visser [2007] for equational
reasoning and by Lammel et al. [2013] as hints of potential dead code. One could potentially make
use of our weakest precondition calculus to prove and generalise these laws.

Weakest Preconditions. Weakest preconditions were introduced by Dijkstra [Dijkstra 1975]. Bon-
sangue and Kok [1992] extend Dijkstra’s calculus to include recursion in the same way that we
do. Weakest preconditions are key to Cook’s proof [Cook 1978] of the relative completeness of
Floyd-Hoare Logic [Floyd 1967; Hoare 1969], and are similarly used by Goncharov and Schréder
[2013] to show relative completeness of their Hoare Logic for programs with monadic effects.
Morgan [1994] uses weakest preconditions as the semantic foundation for his refinement calculus,
enabling stepwise derivation of programs from their specifications. In recent work, Aguirre et al.
[2022] explore the categorical structure of compositional weakest preconditions, characterising
them as those that are obtained from the Cartesian lifting of some monad. As a related application
of weakest preconditions, Swierstra and Baanen [2019] provide a weakest prediction semantics
for effectful programs, accounting for exceptions, state, non-determinism and general recursion.
Their work could possibly be an alternative approach to achieve some of the goals of our work,
although the application of such a formalism to the form of rewriting in formalisms like system
S is not immediate. For example, it is unclear whether System S with its handling of errors and
non-termination would actually form a monad. Errors alone can, of course, be handled by the Error
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monad; the interaction with divergence and errors is more sophisticated. As a consequence, this
may give rise to complications of a similar order of magnitude as the ones addressed in this paper.

Existing Formalisation and Verification. We are not the first to examine strategic rewriting lan-
guages formally. Both the initial paper on Stratego [Visser et al. 1998] and the paper on System
S [Visser and Benaissa 1998] present big-step operational semantics. However these semantics do
not model divergence, and are not the basis for any formal claims. In this work, by contrast, we
model all possible outcomes including divergence denotationally, and we show the denotational
model equivalent to an extended big-step operational semantics of System S that includes diver-
gence, by establishing the computational soundness and adequacy with respect to the extended
big-step operational semantics. Kaiser and Lammel [2009] formalise a subset of System S without
divergence in Isabelle/HOL by shallow embedding, but this formalisation does not include the
general fixed-point operator of System S, and the choice to use shallow embedding, while conve-
nient for some tasks, precludes the formalisation of general, meta-theoretic properties about all
strategies. In our formalisation, we opt for a deep embedding, enabling us to mechanise all of the
definitions and proofs in this paper. Focusing on traversals in strategic languages, Limmel et al.
[2013] characterise a list of strategic programming errors and discuss ways to avoid these errors
with static typing and static analysis. With a different approach, we provide a general and formal
characterisation of “good" and “bad" strategies as well as successful and unsuccessful executions of
strategies, using our location-based weakest precondition calculus.

Kieburtz [2001], an inspiration for this work, informally sketches some weakest precondition rules
for Stratego. Rather than a location-based weakest precondition calculus such as ours, Kieburtz
[2001] includes assertions in modal logic (specifically a combination of CTL and the modal p-
calculus), where the various tree modalities allow movement to different sub-expressions. However,
this modal logic variant does not have the expressive power of our framework because of our choice
of location language. For instance, CTL is not expressive enough to reason about the one operator.
When it comes to traversals, Kieburtz [2001] does not define general predicate transformers for
modal assertions, and thus Kieburtz’s [2001] rules do not form a complete calculus. It is not clear
how Kieburtz’s [2001] approach could be extended to handle traversals in their full generality.
In our work, our assertions are just sets of expressions, and we move around an expression by
associating locations to our weakest preconditions. This enables us to define general rules for
traversals, allowing a compositional and complete calculus for all strategies and all postconditions.
In addition, the fixed-point operator is not well constructed in Kieburtz’s [2001] work and it is not
proven to be monotone, whereas we have a correct treatment of the fixed-point operator and have
proven monotonicity of all our formulae. Also, in Kieburtz’s [2001] work, soundness is not proven,
whereas we prove the soundness of our weakest precondition calculus w.r.t. the formal semantics.
Lastly, we provide a careful treatment of divergence with mutually defined wp and wp!, while such
a feature is not reflected in Kieburtz’s [2001] work.

Type Systems for Strategic Rewriting Languages. A related but parallel strand of work is in giving
types to strategic rewriting languages. Smits and Visser [2020] add gradual typing to Stratego and
use it to find bugs in their strategies for language interpreters. Koppel [2023] uses typed strategies
to model multi-language program transformations, Lammel [2003] adds types to strategies with
applications to generic programming in typed languages and Fu et al. [2023] makes use of structural
typing with traces for checking ill-composed strategies statically. These type systems emphasise
lightweight static or the hybrid of dynamic and static checking to find bugs, whereas our focus
is on a complete semantic accounting of rewriting strategies, and the development of a weakest
precondition calculus that can demonstrate the absence of bugs, not merely their presence.
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Kleene Algebra. Strategic rewriting languages resemble a Kleene Algebra [Kozen 1991] extended
with traversals and a biased choice operator. There have been many other extensions to Kleene Alge-
bra, most notably Concurrent Kleene Algebra [Hoare et al. 2011], which adds parallel composition,
and Kleene Algebra with Tests [Kozen 1997], which adds Boolean guards to model the semantics
of while programs. Kozen [1999] shows that reasoning by Kleene Algebra with Tests entirely
subsumes Hoare Logic for while programs. A version of Kleene Algebra with Tests, NetKAT, has
been used to reason about packet switching networks [Anderson et al. 2014]. Recently, Concur-
rent Kleene Algebra and NetKAT have been combined for reasoning about concurrent network
systems [Wagemaker et al. 2022].

Denotational semantics and adequacy. The appeal of the Scott-Strachey approach to seman-
tics [Stoy 1985] is in its local and compositional reasoning, and over the last 50 years it has been
used for many diverse programming languages. As far as programming language abstractions go,
the strategic rewriting language we consider is mostly standard, and we were able to use the follow-
ing relevant semantic tools with relatively minor modification. Plotkin pioneered the powerdomain
construction [1976] and later characterised it as the free semilattice over a domain [Hennessy and
Plotkin 1979]. Most denotational accounts include an adequacy proof, and it is possible to prove
them wholesale for standard programming languages with a myriad of expressive features [Johann
et al. 2010; Plotkin and Power 2001; Simpson 2004]. We found the decomposition of computational
adequacy into dual inductive and coinductive arguments interesting, and we hope it could inform
other reflective accounts of adequacy [Devesas Campos and Levy 2018].

7 CONCLUSION AND FUTURE WORK

We have presented Shoggoth, a rigorous formal foundation for strategic rewriting languages,
including a comprehensive semantic accounting of System S, and a weakest precondition calculus
to facilitate formal reasoning about rewriting strategies. Our semantic treatment models all possible
executions of strategies including divergences in both denotational and big-step operational models,
and our proofs of soundness and adequacy demonstrate the equivalence of these models. Our
location-based weakest precondition calculus is the first formal axiomatic treatment of rewriting
strategies, and enables reasoning about traversals by having the notion of location for indicating
where in an expression a given strategy operates. Our soundness proof justifies our location-based
weakest precondition calculus with respect to our semantic models, and we demonstrate practical
application of this calculus by applying it to realistic examples. All of our work has been mechanised
in over 5,000 lines of Isabelle/HOL proof script.

Weakest precondition calculi form the basis of verification condition generators (VCGs), which
are a key component of many automatic and semi-automatic verification tools such as VCC [Cohen
et al. 2009] and Dafny [Leino 2010], as well as of static analysers such as the popular Extended
Static Checking extension for Java [Flanagan et al. 2002; Leino 2005]. We envision that our weakest
precondition calculus could similarly inform the design of a VCG for automatic verification or
static checking of rewriting strategies. We intend, in future work, to use Shoggoth as a foundation
for the development of tools for verification and, potentially, synthesis of rewriting strategies.
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